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Exam of Machine Learning 
Master of Management 

Spring 2022 

Directives: 

- “Open documents”.  

- No communication allowed (emails, Whatsapp, etc.)!! 

- 2 hours (9:00am to 11:00am) 

- Steps: 

1. Download the question file (.pdf) 

2. Download the answer booklet (.docx) 

3. Write down your answers in the booklet (save often!!) 

4. At the end of the exam (11:00am), upload your answer booklet on moodle (check 

it is the latest version). 

- No questions related to the exam content. Only for technical reasons. 

- You are responsible for technical problems (make sure you have wifi, enough power, a 

working computer, etc.) 
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Context 

The data set is related with direct marketing campaigns of a Portuguese banking institution. 

The marketing campaigns were based on phone calls. The objective was to promotes a 

product subscription (bank term deposit). 

 

For this exam, the data set, originally created by Paulo Cortez (Univ. Minho) and Sérgio 

Moro (ISCTE-IUL) @ 2012, was limited and modified.  

 

The variables are: 

1. age (numeric) 

2. job: type of job (categorical: "admin.", "unknown", "unemployed", "management", 

"housemaid", "entrepreneur", "student", "blue-collar", "self-employed", "retired", 

"technician", "services") 

3. marital: marital status (categorical: "married", "divorced", "single") 

4. education (categorical: "unknown", "secondary", "primary", "tertiary") 

5. default: has credit in default? (binary: "yes", "no") 

6. balance: average yearly balance, in euros (numeric)  

7. housing: has housing loan? (binary: "yes", "no") 

8. loan: has personal loan? (binary: "yes", "no") 

9. contact: contact communication type (categorical: "unknown", "telephone", "cellular") 

10. duration: last contact duration, in seconds (numeric) 

11. campaign: number of contacts performed during this campaign and for this client 

(numeric, includes last contact) 

12. previous: number of contacts performed before this campaign and for this client 

(numeric) 

13. y - has the client subscribed a term deposit? (binary: "yes", "no") 

 

Each instance is associated to a client. There are 30907 instances. 

 

The data were pretreated such that all instances are complete (no missing values).  

 

The main objective of the study is to relate y (the subscription indicator) to the variables, 

although the exam questions may be related to sub-objectives or to more specific analysis 

aspects. 

 

In the following, we use a data partition between training and test set (80/20, i.e., 

23181/7726). Below, the complete data is bank, the training set is bank.tr, and the test set is 

bank.te. 
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Problem 1 (9pts) 

 

The following analysis was performed.  

 

Model 1 

 
 

 
 

  
           Confusion matrix and accuracy on the training set                                       Confusion matrix and accuracy on the test set 
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Model 2 

 
 

 
 

  
           Confusion matrix and accuracy on the training set                                       Confusion matrix and accuracy on the test set 

 

a. Write down what Model 1 is (name/type of the ML model). (1pt) 

Model 1 is a classification tree. [1] 

b. Explain if Model 1 is a good model and, if not, what it suffers from. Justify using the 

confusion matrix figures of Model 1. (2pts) 

Model 1 suffers from overfitting [1]: the accuracy in the training set is larger than in 

the test set. [1] 

c. Explain what the difference between Model 1 and Model 2 is, and, more precisely, 

how Model 2 was build. What is the name of this method? (2pts) 

Model 2 was pruned [1] to 8 nodes [0.5] using the 1-SE method [0.5].  

d. Additionally, explain what improvement is expected from this method and, justifying 

using the available confusion matrix figures. (2pts) 

Pruning simplifies the model which in turn avoid overfitting [1]. This is successful 

since the is a small difference between the apparent accuracy and the test set accuracy 

[1]. 

e. What is the prediction of the two following instances with Model 2? (2pts) 

 

 
 Instance 1: Duration = 1082 => go right 3 times => predict yes [1] 

 Instance 2: Duration > 406 (right), Duration < 648 (left), Previous = 0 (left) => “no” 

[1] 

 

Problem 2 (4pts) 
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The confusion matrix of Model 2 on the test set is reported below (the same as in Problem 1).  

 

  Reference (truth)  

  No yes Total 

P
re

d
ic

ti
o

n
 

no 6377 855 7232 

yes 221 273 494 

 Total 6598 1128 7726 

 

Given that “yes” is the positive class, compute 

 

a. The sensitivity and the specificity (2pts) 

Sens = 273/1128 = 0.242 [1] 

Spec = 6377/6598 = 0.967 [1] [inversion of specificity and sensitivity is OK…] 

b. The Cohen’s Kappa. For this, you can use the matrix below that computes the 

expected frequencies under a random model. (2pts) 
 

  Reference (truth)  

  No yes Total 

P
re

d
ic

ti
o

n
 No 6176.1 1055.9 7232 

Yes 421.9 72.1 494 

 Total 6598 1128 7726 

 

Ae = (6176.1 + 72.1) / 7726 = 0.809 [1] 

Kappa = (A – Ae) / (1 – Ae) = 0.271 [1] 

 

Problem 3 (7pts) 

A random forest (see below) was trained on the data and the following analysis was 

performed. 
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a. What can be concluded from this analysis in terms of the link between the outcome y 

(i.e., the subscription to a term deposit) and the observed features? Explain briefly by 

giving two or three examples. (3pts) 

According to this variable importance measures [1], the duration is the most important 

feature for predicting the outcome y [1]. Mildly important features are housing, age, 

and job [0.5]. The remaining ones looks less important ones [0.5]. 

 

b. By construction, what is the main limitation of this analysis in terms of the links that 

can be measured? (2pts) 

This analysis checks the importance of one variable at a time [1]. It cannot detect 

cases where two variables are dependent when the model can use either one or the 

other [1]. 

 
c. Briefly explain the main difference between random forests and an ensemble predictor 

made of bagged trees (that is, combining classification trees and BAGGING). (2pts) 

In addition to bagging trees [1], random forests use an additional technique during the 

construction of each individual tree: each new split can only be made on a subset of 

the variables that is drawn at random [1].  
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Problem 4 (8pts) 

The following logistic regression was fitted (Model 3). 

 

 
 

Then the following procedure was applied. 
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This led to the following new model (Model 4) 
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a. In Model 4, give an interpretation of the coefficients associated with “duration” and 

with “maritalmarried”. (Note: the reference level for the variable marital is 

“divorced”) (3pts) 

The coefficient associated to duration is 0.003817. This means that the linear predictor 

increases by 0.003817 for each unit increase of the duration (everything else being 

held fixed) [1], and thus probability of yes increases when the duration increases [0.5]. 

The coefficient of the level married (in marital factor) is -0.08016. This means that the 

linear predictor increases by -0.08016 if marital changes from divorced to married 

(everything else being held fixed) [1], and thus probability of yes for married than for 

divorced customer [0.5]. 
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b. The value of the linear predictor for the instance below is -2.5785, 

 

 
 

Compute the prediction for the same instance but where default would be “yes” instead of 

“no”. Provide the intermediate calculations (linear predictor, probability, and prediction). 

(2pts) 

Linear predictor = -2.5785 – 0.8038 = -3.3823 [1] 

Probability = exp(-3.3823) / ( 1 + exp(-3.3823) ) = 0.03285 [0.5] 

Prediction = “no” (0.03825 < 0.5) [0.5] 

 

c. What was the modification brought to Model 3 in order to build Model 4? Briefly 

explain this method by mentioning its name, its purpose, and how to read the “step 

method” results. (3pts) 

A variable selection based on the AIC (Akaike Information Criterion) was performed [1]. Its 

purpose is to simplify the model by removing uninteresting variables according to the AIC, 

making it more robust and less prone to overfitting [1].  

We start with the full model, then, at each step, we select the model with the lowest AIC 

among the ones with one less variable. This is repeated until the lowest AIC is reached. [1] 

 

 

Problem 5 (6pts) 

Following Problem 4, the metrics of Model 4 were computed on the test set. 
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Then, the ROC curve was built (on the training set): 
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a. Analyze the metrics and explain what the issue with these data is and why the 

accuracy may not be a good metric (Hint: you may also use the EDA available in 

Appendix). (2pts) 

We see that the sensitivity is much lower than the specificity. This is because there are 

many more “no” than “yes” in the data set (see EDA, e.g.) [1]. The accuracy is not a 

good metric here since even a model predicting only “no” would have a large accuracy 

[0.5]. The balanced accuracy is more adapted in this case [0.5].  

 

b. From the ROC curve figure, explain how this problem may be (partially) solved with 

Model 4. To do so, explain what “0.145 (0.775, 0.779)” stands for. (2pts) 

This problem may be (partially) solved by using 0.145 as the prediction threshold for the 

model [1]. That would lead to a specificity of 0.775 and sensitivity of 0.779 (or the inverse…) 

[1].  

 
c. The same analysis was repeated on another data set (bank.tr.bl) built from the training 

set with the code below. Briefly explain what this method is by explaining how it 

works, what its purpose is, and, in the case of these data, whether it worked. (2pts) 

This method balanced the data by subsampling: a new training data set is built with all the 

“yes” and a random subsample of “no” of the same size as the “yes” (3385) [1]. This 

increases the weights of “yes” in the training process of the model. The imbalance of the data 

is corrected as shown on the balanced accuracy on the test set (0.776) [1].  
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Problem 6 (3pts) (it was written 5pts but the details of points 
is 3pts; see below) 

The following code using caret was run to obtain another model. 
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Briefly explain (3pts)  

a. What is this model (name)? On what parameters is it tuned? 

b. What is the splitting strategy? 

c. How are the models evaluated? What is the optimal model? 

. a) It is a Support Vector Machine model with a radial kernel [1]. b) The splitting strategy is 

5-fold cross-validation [1]. c) The models are evaluated with the accuracy (and kappa). The 

best model is sigma=0.02 and C=12. [1] 
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Problem 7 (5pts) 

In this problem, we build four clusters of customers based on the variables 1 to 4, 6, and 8 

(age, job, marital, education, balance, loan). The cluster are built using PAM with a Gower’s 

distance.  
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a. What can be said about Cluster 4 compared to Cluster 3? (3pts) 

1) In terms of its homogeneity (i.e., how well/badly their members are 

clustered). 

2) In terms of their profiles (i.e., the features of their members). 

.1) The silhouette profile shows that Cluster 3 is more homogeneous than 

Cluster 4 [1] since less instances have a negative silhouette in C3 [0.5]. 

.2) Some striking features: age in C3 > age in C4 (in general), C3 has more 

blue-collars/admins vs C4 has more technicians, C3 has more married people 

vs C4 has more single people, C3 has only secondary educated people vs C4 

has more tertiary educated people. [0.5 each, max. 1.5] 

 

b. Clustering in two clusters with the same method provides the following silhouette 

plot. With this information, should you prefer to make 2 or 4 clusters? Justify. 

(2pts) 

The average silhouette of the clustering is 0.33 for k=4 and 0.29 for k=2 [1]. Based 

on this criterion, we should prefer k=4. [1] 
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Problem 8 (4pts) 

In this problem, we analyze the links between the five variables age, balance, duration, 

previous, and campaign using principal component analysis. The biplot below show the result 

for Dimensions (1, 2) (the two first principal components). On the biplot, the groups (colors) 

correspond to the outcome y being “yes” or “no”, although that variable was not used for the 

PCA itself. 
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a. Briefly describe the links between the variables, especially between age and balance, 

and additionally between previous and campaign. (2pts) 

From the biplot, we can see that age and balance are positively correlated [1], that 

previous and campaign are negatively correlated (arrows in same / opposite directions 

respectively) [1].  

 

b. Is there a link between the outcome (“yes” / “no”) and the five variables that is 

revealed by the biplot? Is this coherent with the results previously seen from the 

models especially in Problems 3 and 4. (2pts) 

We can see that “yes” is more frequently found when previous (and duration) are large 

[1]. This is coherent with the previous results like in Problem 3 where we saw that 

these variables are the most important [0.5], and in Problem 4 where we saw that the 

coefficients associated with these two variables are positive [0.5].  
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